


For this project, we would like to find a way to 
predict the number of natural disasters. Studies 
have shown that climate change is heavily 
influenced by human activities and contributes to 
some common disasters, such as flood and drought. 
Thus, we are considering predictors that are known 
to influence climate change, such as CO2 emissions 
and urbanization.



Our data set on global recorded natural disasters 
includes 10 natural disasters, such as floods, 
droughts, and wildfires.

Our covariates are Production-based CO2 
Emission, Absolute Increase in Global Population, 
Urban Global Population, and the Number of 
children that would be born to a woman.

All the data sets come from ourworldindata.org, 
which collected data from other organizations and 
papers.

In the next slide we have plotted each variable 



against time from 1900-2016. Each of the 
variables has a general trend.





After filtering and rearranging variables, we 
combined the separate data sets into one. And here 
is a subset of our data. 



Our data set has some missing values. So one of 
our goals is to deal with them and to make sense of 
them.



How to deal with the missing values?

● We chose to predict missing values because 
the variables do have some general trend, as 
we will see in a later slide. We are excluding 
data sets with over 50% of missing values, 
which are extreme temperature, mass 
movement and impact.



We chose to predict missing values because the 
variables do have some general trend, as we will 
see in a later slide. We are excluding data sets 
with over 50% of missing values, which are 
extreme temperature, mass movement and 
impact.

We rounded up the predicted values from linear 
interpolation because we believe the recorded 
numbers are likely to be underestimating the true 
number of natural disasters for the earlier years, 
and the number must be an integer value.



We have some side by side comparison of the original and predicted data. The 
predicted data seems reasonable to be used in our analysis.



What could the missing values mean?

● It is possible that the missing values are zeros. 
The original data sets are compiled from 
literature and media records of the events. If a 
value is missing, then it is possible that nothing 
was reported, and hence a value of zero. We 
cross referenced with a data set on the number 
of people affected by the same 10 natural 
disasters to verify this claim.



As we see, the missing values in the affected data 
sets and the missing values in the number variables 
seem to line up. We can take a closer look at values 
to verify this.

It can be seen that there is no incident in which no 
event occured and some people got affected. We 
note that there are some years where a few 
disasters happened, but no one was affected, which 
is reasonable. We can see that in the years that no 
one was affected, very few disasters 
happened. Thus, using the missing values as 0 is a 
possible assumption to use.



Which regression is appropriate for our data?

● Our response variable is count data, so it is 
common to use a Poisson regression. 
However, the Poisson regression assumes the 
mean and variance are the same, which is not 
true for our data. Thus, we use a negative 
binomial regression instead.



We found a zero-Inflated negative Binomial model, 
which is good for distributions that have frequent 
zero-values observations. The Zero-Inflated 
negative Binomial model is good for distributions 
that have frequent zero-values observations. It 
simultaneously models the distribution of zeros in 
the data and generates zeros. We tested whether 
using this specialized model is useful.

To make the predictor ranges more manageable, 
we scaled the values. We looked at the summary 
statistics of the zero inflated model, using the 
“zeroinfl” method from the “pscl” package in R. 



The coefficients of the zero-inflated process are far 
from significant. This suggests that, despite that 
there are frequent zero-values observations in the 
data, a separate process may not be required to 
model their distributions. The coefficients are most 
likely to be modelling random noise in the data, 
resulting in high p-values.

Since the coefficients for the negative binomial 
process are not significant, we plan to use the 
negative binomial model. 



We are using only CO2, fertility rate, and urban 
population as our covariates in the negative 
binomial regression. With interaction terms from 
CO2 with fertility rate, and CO2 with urban 
population, the model has a better looking residual 
plot than without. The fit of our terms with residuals 
are fairly random and patternless. So we conclude 
that this model is more appropriate.



● All the terms are significant under 0.05. A 
change in CO2 depends on the constant values 
of fertility rate and urban population. And 
change in fertility rate or urban population 
depends only on the constant CO2 value.

● A 10,000 bootstrap samples verified the 
statistical significance of our estimated 
coefficients and have narrow confidence 
intervals.



Using information from the International Energy 
Agency, the original data sets, and a study of 
urbanization by Erin Duffin, the predicted number of 
recorded natural disasters for 2020 is 364, which is 
3 more than that recorded for 2019. 





Using global data

● In using global data, there are limitations on 
which covariates are available to use. There is 
also uncertainty in how the global data 
represents the whole. For example, not all 
countries may be reporting data with the same 
definitions. Or there could be under-reporting. 
In contrast, if we were to focus on a single 
country, the data would better represent that 
population.

Using predicted data

● When we use our dataset with predictions for 



the missing data, there is the risk of a narrow 
Confidence Interval. This is true for our 
bootstrap samples. With more time we would 
conduct a full analysis of the original and 
predicted data from 1950-2016 only because 
the urban population has missing data from 
1901 to 1949. However, most of the missing 
values in the natural disasters data come from 
1900-1950, so the results from the two 
analyses may be similar. 



To try to improve the fit, we used Change Point 
Analysis which identifies when the distribution of 
the data changes. We perform this analysis 
because the availability of information has 
changed over time. For this study, we wanted the 
change point to be determined by there being both 
a change in the mean and a change in the 
variance. To do this, we used the function 
`cpt.meanvar` from the library `changepoint` with a 
95% confidence level.

For the raw data, the result of the analysis 
produced a change point of the year 1962. 
Performing it on the data with predictions, we get a 



change point of the year 1963, which leaves us an 
uncertainty of at least a year for when the actual 
change point occurred.

We can consider the predicted data from 1963-
2016, which has 53 data points, for our fit. It could 
give us a more accurate prediction of how many 
natural disasters there are in the present and how 
that is changing with respect to the covariates. The 
negative binomial fit was first used with the original 
model of 3 covariates with 2 interaction terms. The 
p-value for the X2 parameter of fertility rate was 
0.29 which is greater than the significance level of 
0.10, thus we conclude the null hypothesis that the 
coefficient is zero. Meaning, we can remove X2 
and its interaction term from the fit. The updated fit 
is the one displayed in the table on this slide. We 
see that the updated model is acceptable 
because their p-values are all under the 10% 
significance level.

A standardized residual fit was performed for our 
model. For a 90% confidence level, the residuals 
should fall within just a little more than 2 standard 
deviations from the mean. This is visible in our 
plot, and we see that the points appear randomly 
scattered about zero such that the smoothed fit 
hugs zero.



Using the fit with the estimated CO2 
concentrations and the estimated global urban 
population, 653 natural disasters are predicted for 
2020. 



Let’s move onto our results. Holding all other 
independent variables constant in our model, if the 
value for CO2 is large enough, the other two 
covariates yield a decrease in the expected log of 
the number of natural disasters. We can also see 
the decreasing trend since 2000.

This trend is consistent with the fitted values of the 
model from 1900-2016 and our prediction of 364 
disasters is reasonable under this trend. However, 
per our model fitted from 1964 to 2016, the 
prediction for 2020 is 653, about 1.7 times that of 
364. We also see that the predicted model from 
1964 is increasing since 2010, which does not 



match the trend in the original data.

In conclusion, our analysis from 1900 to 2016 is 
more reasonable than that from 1964 to 2016. 
Until we have more data to work with, analysis on 
data since 1900 is promising. In accordance with 
our change point analysis, our covariates can be 
valid for data from 1964 into the far future. 




